**CSCI 321 Computer Science III Summer 2019**

**Final Exam**

1. **Priority Queues**

One of the main applications of priority queues is in operating systems—for

scheduling jobs on a CPU. In this project you are to build a program that schedules

simulated CPU jobs. Your program should run in a loop, each iteration of

which corresponds to a time slice for the CPU. Each job is assigned a priority,

which is an integer between−20 (highest priority) and 19 (lowest priority), inclusive.

From among all jobs waiting to be processed in a time slice, the CPU must

work on a job with highest priority. In this simulation, each job will also come

with a length value, which is an integer between 1 and 100, inclusive, indicating

the number of time slices that are needed to process this job. For simplicity, you

may assume jobs cannot be interrupted—once it is scheduled on the CPU, a job

runs for a number of time slices equal to its length. Your simulator must output

the name of the job running on the CPU in each time slice and must process a

sequence of commands, one per time slice, each of which is of the form “add job

name with length n and priority p” or “no new job this slice”.

Hint: Refer to Assignment 3 on how to construct a priority queue in Java.

1. **Hash Tables**
2. Hash Tables need to deal with collisions. Which of the hash table collision-handling schemes could tolerate a load factor above 1 and which could not?

Hint: Think about which of the schemes use the array supporting the hash table exclusively and which of the schemes use additional storage external to the hash table.

1. Assume you want to hash the keys 12, 44, 13, 88, 23, 94, 11, 39, 20, 16, 5 and store them in a hash table. Implement linear probing, and double hashing to handle collision. Print out the positions of keys stored. Hash functions for linear probing and double hashing as described as follows.

Linear probing: h(k) = (3k+5) mod 11

Double hashing: h1(k) = (3k+5) mod 11, h2(k) = 7 – (k mod 7)

Hint: Refer to Assignment 4 on implementing linear probing and double hashing.

1. **Binary Search Trees (BST)**
2. List the main methods in BST ADT and their running times. Comparing BST with Hash Table, list their pros and cons.
3. Insert, into an empty binary search tree, entries with keys 30, 40, 24, 58, 48, 26, 11, 13 (in this order). Draw the tree after each insertion.
4. Implement a binary search tree in Java and insert the keys above. Display all the keys stored in the tree. Hint: Refer to Lecture 6 Activity 1.
5. **AVL and Splay Trees**
6. Build an AVL tree with the following values: 12, 21, 34, 9, 12, 8. Perform the following operations: Remove 9 from the tree; Remove 8 from the tree. Show the whole process of inserting and deleting and also the final structure of the AVL tree. Hint: Refer to Lecture 6 Activity 1.
7. Implement an AVL tree in Java and redo part a. Print out the keys stored in the tree after insertion of 8, remove 9 from the tree, and remove 8 from the tree. Hint: Refer to Assignment 5.
8. Assume that you have inserted a sequence of keys into a Splay Tree: 8, 10, 88, 54, 22, 70. Draw the step-by-step workflow after searching for key 22. You need to start by showing the splay tree containing all the keys above. Hint: Refer to Assignment 5.
9. **Graphs**
10. We have discussed in class that the suitable representation of graph in DFS is adjacency list with running time O(n+m) since the main operation in DFS is to obtain the outgoing edges for a vertex. Explain why the DFS traversal runs in O(n2) time on an n-vertex simple graph that is represented with the adjacency matrix structure.
11. Show the process of running DFS and BFS algorithm, respectively. The input graph is attached as follows.